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1. Introduction

In Euclidean space, two polygons have the same area if and only if they are scissors congruent: one can be

cut up into finitely many smaller polygons and rearranged to equal the other. In higher dimensions, under-

standing the relationship between volume and scissors congruence has proven more complicated. Hilbert’s

third problem asked: are two polyhedra scissors congruent if they have the same volume? His student, Max

Dehn, constructed an invariant to answer this question in the negative [Sch03], which later culminated in

the Dehn-Sydler-Jessen theorem [Jes68] in the late 60’s. Two decades later, work of Dupont and Sah [DS90]

gave a different proof of the Dehn-Sydler-Jessen theorem via group homology computations. The purpose of

this note is to give a self-contained review of this proof, parts of which appear in other work of Dupont and

Sah ([Dup01] and [Dup82]). An exposition of the original proof is given in [Sch10], and it is an interesting

question to determine the relationship between these proofs. The statement of the theorem itself is as follows:

Theorem 1.1 (Dehn-Sydler-Jessen). There is an exact sequence of groups:

(1.0.1) 0→ P(E2) −×[0,1]ÐÐÐÐ→ P(E3) DÐ→ R⊗R/Z φÐ→ Ω1
R/Z → 0

where

(1) P(En), the scissors congruence group of Euclidean n space En

(2) The map − × [0,1] is induced by the inclusion of a polygon P ⊂ E2 as a prism P × [0,1] ⊂ E3

(3) The map D is the Dehn invariant

(4) The group Ω1
R of Kähler differentials of R over Z.

(5) The map φ sends ℓ⊗ θ/π to ℓd cos(θ)
sin(θ)

The second section of these notes defines the polytope module, Pt(En), and explains how to rephrase the

computations of P(En) to those of group homology with coefficients in Pt(En). The key theorem that makes

the homological algebra approach work is the following:

Theorem 1.2. As Isom(En)-modules, we have an isomorphism:

H̃∗(T (En),Z) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

Pt(En) ∗ = n − 1
0 otherwise

where T (En) is the Tits complex of En, a simplicial set defined by:

T (En)k ∶= {(U0 ⊃ ⋅ ⋅ ⋅ ⊃ Uk) ∶ Ui are affine subspaces of En and U0, Uk ≠ Ø,En}

with face and degeneracy maps given by the usual deletion and insertion maps respectively.

While this review closely follows [Dup01], one should also read this section alongside Section 2 of [Mal22]

which provides spectral lifts of these constructions.
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In the third section, we study what happens if we classify polytopes in En only up to translation, reducing

the problem to understanding the O(n) orbits. The last two sections focus on the 3-dimensional setting.

Section 4 deals constructs the exact sequence (see 4.5):

0→H2(O(3), (E3)t)→H0(O(3),D1(E3))→ R⊗R/Z→H1(O(3), (E3)t)→ 0

where the map H0(O(3),D1(E3)) → R ⊗ R/Z recovers the Dehn invariant. In the last section, we put

together theorems from the previous sections to prove Dehn-Sydler-Jessen, along with computations in

group homology special to low degree:

Theorem 1.3.

H1(O(3), (E3)t) = Ω1
R

and

H2(O(3), (E3)t) = 0

These proofs rely heavily on the structure of the quaternion algebra H. Considering E3 as a subspace of

H, all of a sudden previously intractable computations become possible. The appendix finishes a particular

computation in Section 5 that detracts from the narrative.

Acknowledgements. The author would like to thank Cary Malkiewich, Daniil Rudenko, and Jesse Wolfson

for helpful discussions.

Contents

1. Introduction 1

2. The Polytope Module and the Tits Complex 2

3. Translational Scissors Congruence 6

4. The Case of E3: First Theorems 11

5. The Case of E3: Exceptional Isomorphisms 15

Appendix A. The group homology of O(n) and E(n) 21

References 23

2. The Polytope Module and the Tits Complex

We begin with some definitions:

Definition 2.1. Let En denote Euclidean space, i.e. Rn equipped with the standard inner product. Let

Isom(En) denote the isometry group of En.

The main objects of study here are polytopes, and we must make precise what we mean by them:

Definition 2.2. A geodesic n-simplex in Rn is the convex hull of n + 1 points {a0, . . . , an}, which we write

∣(a0, . . . , an)∣. A Polytope P is a finite union:

P =
n

⋃
i=1

∆i
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where ∆i are geodesic n-simplies, and the intersection ∆i ∩∆j is a geodesic k-simplex for k < n. Lastly, if

P,P ′, P ′′ are polytopes, then we write

P = P ′∐
○

P ′′

If P = P ′ ∪ P ′′ and P ′ ∩ P ′′ has no interior points.

Definition 2.3. Let Isom(En) denote the isometry group of En. The Polytope module is the left Isom(En)-
module defined as

Pt(En) ∶= Z⟨[P ] ∶ [P ] = [P ′′] + [P ′] for P = P ′∐
○

P ′′⟩

where [P ] ranges over all polytopes.

Classical scissors congruence comprises of the study of the module structure of Pt(En). The purpose of

this section is to show that one can understand Pt(En) using homological methods.

Definition 2.4. Let C∗(En) denote the chain complex with Cn(En) = Z⟨(a0, . . . , an) ∶ an ∈ En⟩ and the

boundary maps generated by

∂n(a0, . . . , an) =
n

∑
i=1

(−1)i(a0, . . . , âi, . . . , an)

There is an increasing filtration of chain complexes

Ø = (C∗(En))
−1
⊂ (C∗(En))

0
⊂ ⋅ ⋅ ⋅ ⊂ (C∗(En))

n
= C∗(En)

where (a0, . . . , ak) ∈ Ck(En)p if its convex hull ∣(a0, . . . , ak)∣ is contained in a geodesic p-simplex. We can

similarly define C∗(V ) for any geodesic subspace V ⊂ En.

Definition 2.5. For the purposes of this note, we view Cn(En) as an Isom(En)-module with action given

by φ ⋅ (a0, . . . , an) = sgn(φ)(φ(a0), . . . , φ(an)), where sgn(φ) = ±1 is 1 iff det(φ) > 0 and −1 if det(φ) < 0. To
recall this fact, we write Cn(En)t, where t stands for ‘twist’

The reason for this will become apparent in the next proposition:

Proposition 2.6. We have a map of Isom(En)-modules:

φ ∶ Cn(En)→ Pt(En)

given by fixing an orientation on En and defining, for σ = (a0, . . . , an):

φ(σ) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

ϵσ ∣σ∣ σ ∈ Grn(Cn(En))
0 otherwise

where Grn(Cn(En)) denotes the n-th graded piece of the filtration on Cn(En), and ϵσ = ±1 and is positive

iff the orientation of σ is the same as the standard orientation on En given by the ordering of the vertices.

This induces an isomorphism:

Hn(Grn(C∗(En))) ≅Ð→ Pt(En)

Proof. We first prove that the map φ on Grn(Cn(En)) descends to a map on homology of this graded

complex. Since the boundary map induced on the graded pieces is just the zero map, we have:

Hn(Grn(C∗(En))) = C∗(En)/[Cn(En)n−1 + ∂Cn+1(En)]

We already know that if σ ∈ Cn(En)n−1, then φ(σ) = 0. Taking σ ∈ Cn+1(En), we show φ(∂σ) = 0 as follows:
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(1) σ = (a0, . . . , an+1) defines a convex hull of n + 1 points inside En, so for each i, its faces σî ∶=
(a0, . . . , âi, . . . , an+1) are either non-zero in Grn(Cn(En)) or are in (Cn(En))n−1

(2) σî ≠ 0 in Grn(Cn(En)), then we have φ(σî) = ϵi∣σî∣, where ϵ = ±1 depending on whether the ordering

orientation on σ agrees with that of En, and so

φ(∂σ) = ∑
σî proper

(−1)iϵi∣σî∣

(3) For each tuple where 0 ≤ i < j ≤ n, there is a unique supporting hyperplane going through points

(a1, . . . , âi, . . . , âj , . . . , an) splitting σ either into two simplices or none at all, which we write as Pi,j .

Note that Pi,j will always intersect σî,ĵ ∶= ∣(a0, . . . , âi, . . . , âj , . . . , an)∣, but may give a degenerate

simplex. Write P 1
i,j , P

2
i,j as the different sub-simplices of σ that Pi,j divides (if it does). Then we

can write the sum in Pt(En) as:

∣σî∣ =∑
j≠i

∣σî ∩ P
1
i,j ∣ + ∣σî ∩ P

2
i,j ∣

as the other possible hyperplanes will definitely not cut σî.

(4) By 3, it follows that that ∣σî ∩ P 1
i,j ∣ will appear in the sum σĵ as well! We now show that it appears

with opposite sign. First, the sign on ∣σî∩P 1
i,j ∣ is (−1)iϵi, where as the sign for ∣σĵ∩P 1

i,j ∣ is (−1)jϵj . If
i, j have the same parity, then the number of transpositions taking (1, . . . , î, . . . , n) to (1, . . . , ĵ, . . . , n)
is odd, meaning they have different orientation, i.e. ϵi = −ϵj . A similar argument shows that if i and

j have different parity, then ϵi = ϵj . The same argument works for ∣σî ∩ P 2
i,j ∣.

(5) Since each ∣σî ∩P 1
i,j ∣ and ∣σî ∩P 2

i,j ∣ in Pt(En) appears not at all, or twice with different parity in the

sum of φ(∂σ), we conclude that φ(∂σ) = 0.

So, we have that the map φ is well-defined on homology, and one can see that it is surjective just by writing

a geodesic simplex ∆n in En as a convex hull of points σ = (a0, . . . , an), and so φ(σ) = ∆n (up to sign).

Showing injectivity is a little more painful. We construct an inverse map

ψ ∶ Pt(En)→Hn(Grn(C∗(En)))

as follows: we know that Pt(En) is generated by geodesic n-simplicies. For such a geodesic n-simplex ∆n, we

can write it as the convex hull of points ∣(a0, . . . , an)∣ labeled in such a way that agrees with the orientation

on En, then define ψ(∆n) = (a0, . . . , an). In order to ensure this map is well-defined, we need to make

sure that ψ agrees if we triangulate ∆n into a different simplicial complex ∣K ∣, then ψ(∣K ∣) = ψ(∆n). By

the simplicial approximation theorem, we can barycentrically subdivide Sdn(K) and get a simplicial map

f ∶ Sdn(K) → ∆n that is an approximation of the identity map id ∶ ∆n → ∆n, and since f is simplicial, f

maps ∂(Sdn(K)) to ∂∆n. This means that f∗ ∶ C∗(∆n) → C∗(∆n) is chain homotopic to the identity, i.e.

by definition there are morphisms hn ∶ Cn(∆n)→ Cn+1(∆n) such that

f∗[Sdn(K)] − [Sdn(K)] = ∂hn[Sdn(K)] + hn−1∂[Sdn(K)]

Since we are working with a nice simplicial map, we can construct hn:

(2.0.1) hn ∶ ∑
σ∈{n-simplices of K}

n

∑
i=0

(−1)i(aσ0 , . . . , aσi , f(aσi ), . . . , f(aσn))
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We also see that if f∗ sends ∂[SdnK] to ∂∆n, we also have that on relative homology f∗[Sdn(K)] = [∆n],
which implies that in Cn(∆n),

(2.0.2) f∗[Sdn(K)] = [∆n] +Q

where Q is a sum of degenerate simplicies that live in ∂∆n. Putting this together, we have in Cn(∆n):

[∆n] − [Sdn(K)] = ∂hn[Sdn(K)] + hn−1∂[Sdn(K)] −Q

By looking at the formula for hn in 2.0.1, we see that hn−1∂[Sdn(K)] ∈ (C∗(∆n))
n−1

which will also hold if

we look at C∗(En), and combing this with 2.0.2:

[∆n] − [Sdn(K)] ∈ ∂n+1(Cn+1(En)) + (Cn(En))n−1

A similar, but easier argument shows that:

ψ(K) − ψ(Sdn(K)) ∈ (Cn(En))n−1

And so we have [∆n] − [K] = 0 in Hn(Grn(C∗(En)), meaning that ψ[∆n] = ψ[K], so the map is well-

defined. One can see that (ψ ○ φ)[K](a0, . . . , an) = (a0, . . . , an), and so φ is a surjective homomorphism

with an inverse, making it an isomorphism. Lastly, one can check that both φ and ψ respect the action of

Isom(En), which allows us to promote the isomorphism to one of Isom(En)-modules. □

The main purpose of the last proposition is that it is easier to compare C∗(En) with homology of the Tits

complex T(En):

Theorem 2.7 (Theorem 1.2). As Isom(En)-modules, we have an isomorphism:

H̃∗(T(En),Z) ≅
⎧⎪⎪⎪⎨⎪⎪⎪⎩

Pt(En) ∗ = n − 1
0 otherwise

Proof. Consider the following double complex, where:

Ap,∗ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

C∗(En)n−1 p = −1

⊕Φ=(U0⊇⋅⋅⋅⊇Up)
C∗(Up) p > −1

Where the horizontal maps ∂′p,q ∶ Ap,q → Ap+1,q are given by the face maps of the Tits complex, i.e.

∑p
i=0(−1)isi, and the vertical maps are given as ∂′′p,q = (−1)p∂q, where ∂q ∶ Cq(Up) → Cq−1(Up) is the

boundary map on simplicial chains as in 2.4. When p = 0, the maps ⊕U0
C∗(U0) → C∗(En)n−1 are simply

the inclusion maps. We show that the horizontal boundary maps are exact - consider the map:

(2.0.3) sp ∶ A∗,p → A∗,p+1; sp(σ(U0⊃⋅⋅⋅⊃Up)
) = σ(U0⊃⋅⋅⋅⊃Up⊃Uσ)

where Uσ = Span(σ). One can check that this defines a null-homotopy, and so all of the homology of the

total complex will lie in degree −1:

H∗(Tot(A∗,∗)) =H∗(A−1,∗, ∂′) =H∗(C∗(En)n−1, ∂′)

Given the short exact sequence of chain complexes:

0→ C∗(En)n−1 → C∗(En)n → Grn(C∗(En))→ 0
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the long exact sequence in homology tells us that

H̃∗(C∗(En)n−1) =H∗+1(Grn(C∗(En)))

Now, looking at the vertical maps in Ap,∗, we see that they compute the homology of the complex C∗(Up),
which is trivial except at q = 0, where it is Z, and so we also have that

H∗(Tot(A∗,∗)) =H∗(A∗,0, ∂′′∗,0)

further, A∗,0 =⊕(U0⊃⋅⋅⋅⊃Up)
Z, i.e. these chains compute the cohomology of T(En). So, we have that

H∗(Tot(A∗,∗)) =H∗(T(En))

So, we can invoke 2.6 conclude the theorem. □

Corollary 2.8. There is an exact sequence of Isom(En)-modules:

0→ Pt(En) ∂1Ð→ ⊕
Un−1

Pt(Un−1)
∂2Ð→ ⋯ ∂n−2ÐÐ→⊕

U2

Pt(U2)
∂n−1ÐÐ→⊕

U0

Pt(U0)
ϵÐ→ Z→ 0

called the Lusztig exact sequence.

Proof. We have a filtration of chain complexes on C∗(V ) for any affine subspace V ⊂ En:

Ø = (C∗(V ))
−1
⊂ (C∗(V ))

0
⊂ ⋅ ⋅ ⋅ ⊂ (C∗(V ))

n
= C∗(V )

where (C∗(V ))
p
is defined as in 2.4. Observe that if we look at the graded pieces of the filtration we have:

Grk((C∗(V ))) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

⊕dim(Uk)=k Ck(Uk)/[Ck(Uk)]k−1 ∗ = k
0 otherwise

where Uk ranges over all the affine subspaces. This filtration gives us a spectral sequence with E1 page

E1
p,q =Hp+q(Grp((C∗(V ))))

Using our knowledge of Grk((C∗(V ))) and following the proof of 2.6, we have:

E1
p,q =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

⊕Up
Pt(Up) q = 0

0 q ≠ 0

so, E2 = E∞. Now, the differential E1
p,q → E1

p−1,q is induced by the boundary map Cq(Up) → Cq−1(Up),
which we know is exact except with homology Z in degree 0, meaning that E2

p,q = 0 for (p, q) ≠ (0,0) and
E2

0,0 = Z. So, we have an exact sequence:

0→ E1
n,0 → E1

n−1,0 → ⋅ ⋅ ⋅→ E1
0,0 → Z→ 0

which is what we wanted. □

3. Translational Scissors Congruence

Now, we can define G-scissors congruence, and rephrase computations as those coming from group ho-

mology.

Definition 3.1. Let G < Isom(En). Then the G-scissors congruence group is defined as

P(En,G) ∶= Pt(En)/⟨[P ] − [φ(P )] ∶ φ ∈ G⟩
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where φ(P ) is the image of P under the map φ ∶ En → En. Define the scissors congruence group of En to be:

P(En) ∶= P(En, Isom(En))

The following we leave as an exercise:

Exercise 1. Let T (n) denote the group of translations in En, and O(n) denote the orthogonal group. Then:

Isom(En) = T (n) ⋊O(n)

One can phrase these questions in terms of group homology, defined below:

Definition 3.2. Let Z[G] denote the group ring of G, the free abelian group with generators corresponding

to g ∈ G, and multiplication corresponding to the group operation in G. By G-module, we mean a module

over the ring Z[G].

Definition 3.3. Let C∗(G) be the same chain complex as in 2.4, but where Cn(G) = Z[Gn]. For any G

module M , we define C∗(G;M) ∶= C∗(G) ⊗M . For each n ∈ N, Cn(G;M) is a left G module with action

given by

g ⋅ (x1, . . . , xn,m) = (gx1, . . . , gxn, gm)

and the usual differential ∂ ∶ Cn(G) → Cn−1(G) extends to a differential on Cn(M), and commutes with

the action of G. Let (C∗(G;M))G denote the complex of coinvariants of C∗(G;M), i.e. where we quotient

C∗(G;M) by the G-action. We define the group homology of G with coefficients in M as :

H∗(G;M) =H∗(C∗(G;M))G)

and when M = Z with trivial action of G, we write H∗(G) =H∗(C∗(G;Z)G).

We can now make the following observation:

Proposition 3.4. Let N ⊴ Isom(En). Then, we have:

P(En,G) ∶=H0(G/N,H0(N,Pt(En)))

Proof. First recall that for a left G-module M , we have

H0(G,M) =MG

where MG ∶=M/{gm −m ∶ g ∈ G,m ∈M} is the coinvariants of M . So,

H0(G/N,H0(N,Pt(En))) =H0(G/N,Pt(En)N)

= (Pt(En)N)G/N
= Pt(En)G
= P(En,G)

□

Proposition 3.4 immediately gives us the following corollary:

Corollary 3.5.

P(En) =H0(O(n),H0(T (n),Pt(En)))
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From this corollary, a good first question to ask is: how to compute group homology of T (n)? Here, we

can use that T (n) is a torsion-free abelian group:

Theorem 3.6. If V is a torsion-free abelian group, then addition + ∶ V × V → V endows H∗(V ) with the

structure of an anti-commutative graded ring. Further, we have an isomorphism of graded rings:

H∗(V ) ≅⋀∗Z(V )

Proof. For any group G, H0(G) = Z[GG] = Z, and so we move on to the general statement for n > 1. We see

that C1(V )V = Z[V 2]/⟨(v0, v1) − τ(v0, v1), τ ∈ V ⟩, so translating v0 to the origin, we have the isomorphism

C1(V ) ≅ Z[V ]. Further, the kernel of ∂1 will be exactly V ⊂ Z[V ]. We have for any (v0, v1, v2) ∈ C2(V ):

∂2(v0, v1, v2) = (v0, v1) − (v0, v2) + (v1, v2) = (v1, v1)

which is the same as (0,0) when taking coinvariants C1(V )V , so the functorial map V → C1(V ) sending
v ↦ (0, v) gives an isomorphism

V
≅Ð→ ker(∂1)/im(∂2) =H1(V )

By the Künneth theorem we have for each k ∈ N an exact sequence of abelian groups:

0→ ⊕
i+j=k

Hi(V )⊗Hj(V )
×Ð→Hk(V 2)→ ⊕

i+j=k−1

TorZ1(Hi(V ),Hj(V ))→ 0

In our case there is no torsion by assumption and so × is an isomorphism. Since V is an abelian group, the

addition map + ∶ V 2 → V is in fact a group homomorphism, and by functoriality we get a map Hk(V 2) →
Hk(V ) for each k ∈ N. The Pontryagin product is given as the composition of + with ×:

⋀i,j ∶ ⊕
i+j=k

Hi(V )⊗Hj(V )→Hk(V )

One can check that ⋀i,j ((v1, . . . , vi), (v1, . . . , vj)) = −⋀j,i ((v1, . . . , vj), (v1, . . . , vi)), making H∗(V ) a anti-

commutative graded ring. By universal property of the exterior algebra over Z, the functorial isomorphism

V →H1(V ) = V extends to a functorial map of graded algebras:

ψ ∶⋀∗Z(V )→H∗(V )

We prove that ψ is an isomorphism for V = Zn, and the general case follows as any torsion-free abelian group

can be presented as a direct limit of finitely generated free-abelian groups, and H∗ commutes with direct

limits. We already have the identity ⋀k(V 2) ≅⊕i+j=k⋀i(V )⊗⋀j(V ), giving us a commutative diagram

⊕i+j=kHi(V )⊗Hj(V ) Hk(V 2)

⊕i+j=k⋀i(V )⊗⋀j(V ) ⋀k(V 2)

≅

≅

so we just need to prove that the vertical arrows are isomorphisms when V = Z. We already have that

H1(Z) = Z, and H0(Z) = Z, and so we must show Hi(Z) = 0 for i > 1. This follows from the observation that

one can write for i > 1 an element of Ci(Z)Z uniquely as (0, v1, . . . , vi), and so homology will be a acyclic

by constructing a null-homotopy exactly as in 2.0.3. We have ⋀∗ZZ = Z ⊕ Z with a copy concentrated in

degree 0 and 1 each, and by previous work, the induced map to H∗(Z) is an isomorphism, so we get the full

result. □
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The goal now is to use this fact to compute P(En, T (n)), which comes from the framework built in the

previous section:

Theorem 3.7. Similar to the proof of 1.2, define the double complex

Ãp,∗ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

C∗(En)T (n) q = −1

⊕Up⊃⋅⋅⋅⊃U0
C∗(Up)T (Up)

q > −1

where T (Up) is the translation group of Up, and Up is now a vector subspace of En. The spectral sequence

associated to the double complex Ap,q has an E2 page with

E2
p,q =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

H̃p(T (V ),⋀q
R(g)) p + q = n − 1

0 otherwise

where ⋀q
R(g) is the sheaf on T(En) sending ⋀q

R(g) ∶ (U0 ⊃ ⋅ ⋅ ⋅ ⊃ Up) ↦ ⋀q
R(Up) and ⋀0

R(g) is the constant

sheaf Z. Further, Er differentials vanish for r ≥ 2, and Hn−1(TotÃ●,●) ≅ P(En, T (n)).

Proof. Observe that ∂ ∶ Ãp,q → Ãp,q−1 is the E0 differential given by (−1)p times the usual differential of the

bar complex. Using 3.6, we see that taking homology with respect to this differential gives us:

Ep,q
1 =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Z p = −1, q = 0

⋀q
Z(En) p = −1, q ≠ 0

⊕Φ=(U0⊇⋅⋅⋅⊇Up)⋀
q
Z(Up) p > −1

Since all the Ui are R-vector spaces, have a group isomorphisms for n ≥ 1: ⋀n
Z(Ui) ≅ ⋀n

R(Ui). For dimension

reasons, we see that E1
p,q = 0 for p + q > n − 1, and so the same must hold for the E2 page

As for the vanishing of the differentials, consider the dilation operators {µλ ∶ Rn → Rn ∶ λ ∈ R×} such that

µλ(x) = λx. Then we observe that since µλ commutes with the chain maps of Ãp,q, it follows that

µp−2,q−1
λ ○ d2p,q = d2p,q ○ µp,q

λ

however, in E2
p,q we have that µp,q

λ is scaling by λq, and on E2
p−2,q−1, it follows that µ

p−2,q−1
λ scales by λq−1.

This implies that λq−1d2p,q = d2p,qλq, i.e. λd2p,q = 1 for all λ ∈ R×, implying d2p,q = 0. A similar argument shows

that in fact dr = 0 for all r ≥ 2. Lastly, for the same reason as in the proof of 1.2, the horizontal boundary

maps are exact, giving us

Hn−1(Tot(Ã●,●)) =Hn(Grn(C∗(En)T (n))) = Pt(En)T (n)

which is equivalent to P(En, T (n)) by 3.4. Since dr = 0 for r ≥ 2, we have that for all k ∈ {0, . . . , n − 2}

Hn(Grn(C∗(En)T (n))) = ⊕
p+q=n−1

Hk+1(Grn(C∗(En)T (n))) = 0

the latter being equal to zero because the k-chains of Grn(C∗(En)T (n)) are simply zero (every k-simplex is

contained in an n − 1-simplex). Therefore, E2
p+q = 0 for p + q < n − 1 as well. □

We now have a greater understanding of the full scissors congruence group by studying the E∞ page of

3.7. For n = 0, we get P(E0) = Z generated by the point, and for n > 0 we have the decomposition:

Corollary 3.8. Write Dq = H̃n−q−1(T (En),⋀q
R(g)) where 0 ≤ q < n and write Dn ∶= ⋀n

REn. We then have:

P(En, T (n)) ≅
n

⊕
q=1

H0(O(n),Dq)
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Remark 3.9. The geometric interpretation to Dq(En) was first given by Hadwiger in [Had13]. Suppose

q = n, then we have that if σ = (a0, . . . , an) is a non-degenerate simplex, the projection P(En, T (n))→ ⋀n
REn

will send σ to a0 ∧ ⋅ ⋅ ⋅ ∧ an. Picking the isomorphism ⋀n
REn → Q sending the cube e1 ∧ ⋅ ⋅ ⋅ ∧ en ↦ 1, we see

that a0 ∧ ⋅ ⋅ ⋅ ∧ an will map to the volume of σ. So, the projection:

P(En, T (n))→⋀n

RE
n → R

is the volume map. There is a similar description when q < n. By definition, we see that x ∈ Dq(En) is an

assignment, for each strict flag Φ = (U0 ⊃ ⋅ ⋅ ⋅ ⊃ Uq) where dim(Uq) = q, a volume element

xΦ = v1 ∧ ⋅ ⋅ ⋅ ∧ vq ∈
q

⋀
R
Uq

such that ∑q
i=1(−1)iv1∧⋅ ⋅ ⋅∧ v̂i∧⋅ ⋅ ⋅∧vq = 0. Given a non-degenerate simplex σ = (a0, . . . , an) we can associate

an element x(σ) ∈Dq as follows: we say σ ∣∣ Φ if there is some permutation π ∈ Σn such that the affine space

spanned by that n − i + 1 simplex (aπ(i+1), . . . , aπ(n)) is parallel to Ui for each i = 0, . . . , p. We then define:

x(σ)Φ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

0 if σ is not parallel to Φ

sign(π)(aπ(n−q) + τ) ∧ ⋅ ⋅ ⋅ ∧ (aπ(n) + τ) if σ ∣∣ Φ

where τ ∈ En is the unique translation vector taking the affine space spanned by (aπ(i+1), . . . , aπ(n)) to the

vector space Ui.

Corollary 3.10. For En, we can use the same strategy as in 2.8 to obtain following exact sequence of

O(n)-modules:

0→Dq(En)→ ⊕
Un−1

Dq(Un−1)→ ⋅ ⋅ ⋅→ ⊕
Uq+1

Dq(Uq+1)→⋀q

R(U
q)t →⋀q

R(E
n)t → 0

for q < n. Here, however, U i are now vector sub-spaces, and not affine. Here, the t in the subscript stands

for “twist” as in 2.5.

Proof. Recall from 2.8 that we have a filtration of chain complexes on C∗(V ) for any affine subspace V ⊂ En:

Ø = (C∗(V ))
−1
⊂ (C∗(V ))

0
⊂ ⋅ ⋅ ⋅ ⊂ (C∗(V ))

n
= C∗(V )

where (C∗(V ))
p
is defined as in 2.4. This filtration induces a filtration on the co-invariants (C∗(V ))T (n).

Setting V = En we see that

Grp((C∗(En))T (n)) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

⊕dim(Up)=pC∗(Up)T (Up)
∗ = p

0 otherwise

where Up now ranges over vector subspaces of En as any two affine k-spaces are know equivalent by trans-

lations! Here, T (Uk) denotes the translation group of Uk. As usual, the filtration gives rise to a spectral

sequence with E1 page:

E1
p,q =Hp+q(Grp((C∗(En))T (n)))

Using our knowledge of Grk(C∗(En)T ) and the proof of 3.7, we have

E1
p,q =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

⊕dim(Up)=p⊕
p
k=1D

k(Up) q = 0
0 otherwise
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further, the differential E1
p,0 → E1

p−1,0 is induced by the boundary map

p

⊕
q=0

∂q ∶
p

⊕
q=0

Cq(Up)T (Up)
→

p

⊕
q=0

Cq−1(Up)T (Up)

Since these are the only possible non-zero terms on the E1 page, it follows that

E∞p,q =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

⋀q
R(En) p = 0

0 otherwise

Restricting ourselves to Dq(En) ⊂ E0,n, we see that we have the sequence of maps:

0→Dq(En)
∂qÐ→ ⊕

Un−1

Dq(Un−1)→ ⋅ ⋅ ⋅→ ⊕
Uq+1

Dq(Uq+1)→⊕
Uq

Dq(Uq)→ ⊕
Uq−1

Dq(Uq−1) = 0

the last term is 0 as there are no q-forms on a q − 1 dimensional space. Recalling that ∂ is exact on Cq(Up)
for p > 1 like in 2.8, it follows that it will be exact on Cq(Up)T (Up)

for p > 0 as well. At p = 0, homology

computes ⋀q
R(En) as desired.

□

4. The Case of E3: First Theorems

The goal of this section is to prove 1.0.1 by reducing the problem to 1.3, and then proving this. The idea

here is that dimension n = 3 is small enough to explicitly compute group homology. First we can do better

than 3.8.

Corollary 4.1. If n+q /≡ 0 (mod 2) then H0(O(n), (Dq(En))) = 0, and we have an isomorphism H0(O(n),Dn(En)) ≅
R given by n-dimensional volume. Further:

P(En) ≅ ⊕
n+q≡0 (mod 2)

H0(O(n), (Dq(En)))

In particular, for n = 2:
P(E2) ≅H0(O(2),D2(E2)) ≅ R

so 2-dimensional scissors congruence is just given by area. In dimension 3:

P(E3) ≅H0(O(3),D1(E3))⊕R

where the projection onto H0(O(3),D3(E3)) ≅ R denotes the volume.

Proof. In definition 2.5, we recall that the action of φ ∈ O(3) on Pt(En), and therefore Dq must record

whether or not φ is orientation preserving or reversing. We see that −id acts by a factor of (−1)q on ⋀q(Uq)
for any q-dimensional subspace Uq ⊂ En. Further, −id is orientation preserving iff n is even, and so the sign

of id acting on Dq is given by (−1)n. This means that the action Dq is (−1)q+n. If n + q /≡ 0 (mod 2), then
every element Dq is 2-torsion, meaning it must vanish as it is an R-vector space. The isomorphism

H0(O(n), (Dn(En)) ≅ R

arises from the fact that we already have a volume isomorphism Dn(En) ≅ ⋀REn ≅ R as discussed in the

previous section, and O(n) (acting with sign) acts trivially on ⋀REn. □
11



Corollary 4.2. The inclusion P(E2) ×[0,1]ÐÐÐ→ P(E3) induced by sending a polygon to its unit-height prism

P ↦ P × [0,1] gives us the splitting:

P(E3) ≅ P(E2)⊕H0(O(3),D1)

Proof. Given any V ∈ R, one can see that the cube [0, V ] × [0,1] × [0,1] has volume V , and so we have a

surjective group homomorphism:

R = P(E2) ×[0,1]ÐÐÐ→ P(E3)→H0(O(3),D3(E3)) ≅ R

and so it must actually be an isomorphism onto the summand. □

One can also make the following simplification via the Shapiro lemma, a standard lemma in group homol-

ogy (see 6.2 of [Bro12] for a proof).

Lemma 4.3 (Shapiro). Let H ⊂ G be a subgroup. Then, if M is an H-module:

H∗(G,Z[G]⊗Z[H]M) ≅H∗(H,M)

Using this lemma, along with a few other tricks we can compute group homology in simple cases:

Theorem 4.4.

Hi(O(3), ⊕
E1⊂E2

(E1)t) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

R⊗Z ⋀i
Q(R/Z) if i = 1

0 for i = 0,2
where the direct sum is over all vector subspaces of R3.

Proof. First, O(3) acts transitively on all subspaces E1 of E3. The stabilizer of any such subspace is

O(1) × O(2), where O(1) = Z/2Z flips the copy of E1, and elements of O(2) rotate around the copy of

E1. In other words, we find that O(3)/(O(2) × O(1)) parameterizes all lines of E3, and therefore we can

understand the action of O(3) on the module via left multiplication on O(3). The action of of the stabilizer

on any copy of E1 gives the module (E1)t⊗Zt over O(1)×O(2), where O(1) acts on E1 in the usual way, and

Zt denotes the action of O(2) on Z with a sign depending on whether the action is orientation preserving or

reversing. As O(3) modules, there is an isomorphism:

Z ≅ Z[O(3)] ⊗
Z[O(1)×O(2)]

Z

and so

⊕
E1

(E1)t ≅ Z[O(3)] ⊗
Z[O(1)×O(2)]

((E1)t ⊗ (E1)t)

where O(1) and O(2) act on separate copies of (E1)t. However, O(2) denotes rotations around (E1)t which
means that O(2) just acts by its determinant on (E1)t. Therefore, as O(2) modules (E1)t ≅ Zt ⊗R, where
Zt denotes the action of O(2) on Z by its determinant.

By 4.3 one concludes:

Hi(O(3),⊕
E1

(E1)t) ≅ R⊗ZHi(O(1) ×O(2), (E1)t ⊗Zt)

By Künneth, we have:

H∗(O(1) ×O(2), (E1)t ⊗ (O(2))t) ≅H∗(O(1), (E1)t)⊗ZH∗(O(2),Zt)
12



As the action of O(1) on (E1)t is trivial, H∗(O(1), (E1)t) = H∗(O(1)) ⊗R. This will vanish in all nonzero

degrees as O(1) = Z/2Z is torsion. So:

H∗(O(1) ×O(2), (E1)t ⊗Zt) ≅ R⊗ZH∗(O(2),Zt)

Next, observe that O(2) = {id,−id}⋉SO(2), where SO(2) is the circle group. As a subgroup of O(2), SO(2)
acts trivially on Zt as all its matrices are determinant 1, so we can check that we have an isomorphism of

chain complexes O(2)-modules:

C∗(O(2),Zt) = C∗(SO(2),Z)det

where the ‘det’ denotes the action of g ∈ O(2) on the right-hand side sends a matrix M ↦ det(g) ⋅M . As R
has no torsion:

R⊗Z C∗(SO(2),Z) ≅ R⊗Z C∗(SO(2)/torsion)

By the same argument as in 3.6 we have that

Hn(SO(2)/torsion) ≅⋀n

Z(SO(2)/torsion) =⋀
n

Q(SO(2)/torsion)

Here SO(2)/torsion ≅ R/Q is the Q-vector space corresponding to the circle group modulo rational angles.

In addition, R/Q ≅ R/Z, where a particular isomorphism choice is chosen to be θ ↦ θ/π. Taking homology,

we have

R⊗ZH∗(O(2),Zt) ≅⋀∗R(R/Z)
det

where Z/2Z acts on R/Z by negation θ ↦ −θ. Combined with the determinant sign, Z/2Z acts trivially on

⋀n
R(R/Z) for n odd, and by (−1) when n is even. This means that the even groups are both 2-torsion and

R-vector spaces, making them vanish, giving us the result:

R⊗Hn(O(2), (E1)t) ≅
⎧⎪⎪⎪⎨⎪⎪⎪⎩

R⊗⋀n
R(R/Z) n odd

0 n odd

□

Theorem 4.5. There is an exact sequence of groups:

0→H2(O(3), (E3)t)→H0(O(3),D1(E3))→ R⊗R/Z→H1(O(3), (E3)t)→ 0

Proof. Setting n = 3 and q = 1 in corollary 3.10, one has the following exact sequence of O(n)-modules

0→D1(E3)→ ⊕
E2⊂E3

D1(E2)→ ⊕
E1⊂E2

E1 → (E3)t → 0

Any exact sequence of modules gives rise to a spectral sequence on group homology with a vanishing E∞

page. The E1 page is:

2 H2(O(3), (E3)t) H2(O(3),⊕E1⊂E2
(E1)t) H2(O(3),⊕E2⊂E3

D1(E2)) H2(O(3),D1(E3))

1 H1(O(3), (E3)t) H1(O(3),⊕E1⊂E2
(E1)t) H1(O(3),⊕E2⊂E3

D1(E2)) H1(O(3),D1(E3))

0 H0(O(3), (E3)t) H0(O(3),⊕E1⊂E2
(E1)t) H0(O(3),⊕E2⊂E3

D1(E2)) H0(O(3),D1(E3))

0 1 2 3
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By arguments similar to 4.1, the second column completely vanishes as 1 and 3 are both odd. Combining

this with our computations for the first column in 4.4, the E1 page is:

2 H2(O(3), (E3)t) 0 0 H2(O(3),D1(E3))

1 H1(O(3), (E3)t) R⊗R/Z 0 H1(O(3),D1(E3))

0 H0(O(3), (E3)t) 0 0 H0(O(3),D1(E3))

0 1 2 3

So, the E2 page becomes

2 H2(O(3), (E3)t) 0 0 H2(O(3),D1(E3))

1 H1(O(3), (E3)t) ker(d1,11 ) 0 H1(O(3),D1(E3))

0 0 0 0 H0(O(3),D1(E3))

0 1 2 3

Since the E∞ page must vanish, it follows that the image of d3,02 must be ker(d1,11 ) giving us the exact

sequence:

(4.0.1) H0(O(3),D1(E3))→ R⊗R/Z→H1(O(3), (E3)t)→ 0

By doing a similar analysis for the E3 page, we can complete 4.0.1 to the the exact sequence

0→H2(O(3), (E3)t)→H0(O(3),D1(E3))→ R⊗R/Z→H1(O(3), (E3)t)→ 0

□

Corollary 4.6. Recalling that P(E3) ≅ P(E2)⊕H0(O(3),D1(E3)), we have a diagram of maps:

0 H2(O(3), (E3)t) H0(O(3),D1(E3)) R⊗R/Z H1(O(3), (E3)t) 0

0 P(E2) P(E3) R⊗R/Z×[0,1] D

where D is the Dehn invariant, defined on P(E3) by sending a polytope P with edges ℓi and dihedral angles

θi to D(P ) ∶= ∑i ℓi ⊗ θi/π.

Proof. The proof of this theorem will revolve around understanding the geometric information encoded in

the E1 differential. Reproducing the exact sequence n = 3 and q = 1 in corollary 3.10, we have:

0→D1(E3)
∂E3
1ÐÐ→ ⊕

E2⊂E3

D1(E2)
∂E2
1ÐÐ→ ⊕

E1⊂E2

(E1)t
∂E1
1ÐÐ→ (E3)t → 0

we can consider the short exact sequences

0→D1(E3)→ ⊕
E2⊂E3

D1(E2)→ ker(∂E
1

1 )→ 0
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this gives us a long exact sequence in homology:

⋅ ⋅ ⋅→H1(O(3), ⊕
E2⊂E3

D1(E2))→H1(O(3),ker(∂E
1

1 ))
δ1Ð→H0(O(3),D1(E3))→H0(O(3), ⊕

E2⊂E3

D1(E2))

By the same arguments as in 4.1, we see that H∗(O(2),⊕E2⊂E3 D1(E2)) = 0 because 2 and 1 do not have the

same parity. This gives us an isomorphism H1(O(3),ker(∂E
1

1 )) ≅H0(O(3),D1(E3)).
Consider the simplex σ = ∣(0, v1, v2, v3)∣, and denote [x(σ)] ∈ H0(O(3),D1(E3) as in the discussion after

3.8. We see that

x(σ)R⟨v1,v2⟩⊃R⟨v1⟩ = v1
and

x(σ)R⟨v1,v3⟩⊃R⟨v1⟩ = −v1
Consider the element:

(id, θv1)⊗ v1 ∈ C1(O(3), ⊕
E1⊂E2

(E1)t)

where θv1) ∈ SO(2) is the rotation matrix around v1 by the dihedral angle of v1. Then one can check on

homology:

δ1([(id, θv1)⊗ v1)])U0⊃U1 =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

v1 U0 = R⟨v1, v2⟩, U1 = R⟨v1⟩
−v1 U0 = R⟨v1, v3⟩, U1 = R⟨v1⟩
0 otherwise

Now, the map:

H0(O(3),D1(E3)) ≅Ð→H1(O(3),ker(∂E
1

1 ))→H1(O(3), ⊕
E1⊂E2

(E1)t)

is exactly the differential d3,02 , and the isomorphism H1(O(3),⊕E1⊂E2(E1)t) ≅ R⊗Z R/Z sends [(id, θ)⊗ v1)]
to ∣∣v1∣∣ ⊗ θ, with ∣∣v1∣∣ is the length of v1. Doing this for the other vertices of σ, we get that [x(σ)] is
identified with ∑i[(1, θvi) ⊗ ∣∣vi∣∣] ∈ H1(O(3),⊕E1⊂E2(E1)t), where θvi is the rotation around vi (translated

to the origin) by dihedral angle of vi, and i runs over all vertices. This gives the full Dehn invariant. □

5. The Case of E3: Exceptional Isomorphisms

So now, all that is left is the following two theorems:

Theorem 5.1. The Dehn invariant is injective, i.e. H2(O(3), (E3)t) ≅ 0.

Theorem 5.2. The cokernel of Dehn invariant is H1(O(3), (E3)t) ≅ Ω1
R, and the induced map

R⊗R/Z→ Ω1
R

from 4.5 sends ℓ⊗ θ ↦ ℓd cos(θ)
cos (θ)

First, we prove a small lemma:

Lemma 5.3. Let G = Γ ⋉N , where Γ is a torsion group. Then, for a torsion-free G-module A such that Γ

acts trivially on A, we have:

H∗(G,A) ≅H∗(N,A)Γ
where H∗(N,A)Γ are the coinvariants.

Proof. This follows from the Hochshild-Serre spectral sequence: The E2 is given by:

E2
p,q =Hp(Γ,Hq(N,A))⇒Hp+q(G,A)
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However, Hq(N,A) will be torsion-free as A is torsion-free, and so E2
p,q = 0 unless p = 0. Therefore, the E∞

page reads:

Hn(G,A) =H0(Γ,Hn(N,A)) =Hn(N,A)Γ
□

Definition 5.4. Given an algebra A over Q, define ϵni ∶ A⊗(n+1) → A⊗n such that

ϵni (a0 ⊗ ⋅ ⋅ ⋅ ⊗ an) = a0 ⊗ ⋅ ⋅ ⋅ ⊗ aiai+1 ⊗ ⋅ ⋅ ⋅ ⊗ an

Define

Ωn(A) ∶= ⋂
0≤i≤n−1

ker(ϵni )

there is a boundary map bn ∶ Ωn(A)→ Ωn−1(A) given by:

bn(a0 ⊗ ⋅ ⋅ ⋅ ⊗ an) = ∑
0≤i≤n−1

(−1)ia0 ⊗ ⋅ ⋅ ⋅ ⊗ aiai+1 ⊗ ⋅ ⋅ ⋅ ⊗ an + (−1)ana0 ⊗ a1 ⊗ ⋅ ⋅ ⋅ ⊗ an−1

One can check that bn−1 ○ bn = 0, making (Ωn(A), b) a chain complex. Write In(A) = ker(bn) and Bn(A) =
im(bn+1). The Hochshild Homology of A is defined to be1 :

HH(A) = In(A)/Bn(A)

Remark 5.5. For a ∈ A, the differential of a is defined as da ∶= 1⊗a−a⊗1. One can show that all elements

of Ωn(A) are Q-linear combinations of the form a0da1 . . . dan, where ai ∈ A. Observe that d(ai +k) = dai for
k ∈ Z. Further, there is an isomorphism

Ωn(A) ≅ A⊗ (A/Q)⊗n

mapping a0da1 . . . dan ↦ a0 ⊗ a1 ⊗ ⋅ ⋅ ⋅ ⊗ an.

Definition 5.6. Given a commutative ring R, let Ω1
R denote the ring of Kähler differntials of R (over Z).

The generators are dr, for every r ∈ R and dn = 0 for n ∈ Z. Further, for r, s ∈ R, there are two relations:

d(r + s) = dr + ds; d(rs) = r(ds) + s(dr)

Further, define Ωn
R ∶= ⋀QΩ1

R.

The following is proven in 9.4.7 in [Wei94], and for ∗ = 1 (which is what is most important for us) one can

check the statement by hand.

Theorem 5.7 (Hochschild-Kostant-Rosenberg). If F is a field of characteristic 0, then

HH∗(K) ≅ Ω∗K

Theorem 5.8. Let H denote the quaternion algebra, Pin(4) denote the double cover of O(4), and (H⊗H)−

denote the negative eigenspace of the conjugation map τ ∶ a0 ⊗ a1 ↦ a∗0 ⊗ a∗1. As τ commutes with b defined

in 5.4, we can define I1(H)− ⊂ (H⊗H)− to the (−1)-eigenspace of τ acting on I1(H). Then I1(H)− can be

given the structure of a Pin(4) module, and we have isomorphisms for i = 1,2:

Hi(O(3), (E3)t) ≅Hi−1(Pin(4), I1(H)−)

1The original definition of Hochshild Homology different. For our purposes, we can just take this as the definition. See [Wei94]
Section 8.8.1 and 9.4.2 for details.
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Proof. First, we have Hi(O(3), (E3)t) ≅ Hi(SO(3),E3) by 5.3 and the action of ±id on (E3)t is trivial due
to the sign. Next, let Spin(n) be the double cover of SO(n), and Sp(1) ⊂ H denote the unit quaterions. We

state a few exceptional isomorphisms:

(1) Spin(3) ≅ Sp(1)
(2) Spin(4) ≅ Sp(1) × Sp(1)
(3) Pin(4) ≅ Z/2Z ⋉ (Spin(3) × Spin(3)), where Z/2Z interchanges the copies of Spin(3).

For σ+ = (1, q1, q2) ∈ Pin(4) where qi ∈ Sp(1), define its action on (H⊗H)− as

σ+(a1 ⊗ a2) = q1a1q∗2 ⊗ q2a2q∗1

for a1⊗a2 ∈ H⊗H. If instead we have σ− = (−1, q1, q2), then define σ−(a1, a2) ∶= σ+(a∗2, a∗1). Similarly, Pin(4)
has an action on the direct sum H⊕H, defined, for σ+ = (1, q1, q2) ∈ Pin(4), by conjugation in each variable:

σ(a1, a2) = (q1a1q∗1 , q2a2q∗2)

for (a1, a2) ∈ H ⊕ H, and σ−(a1, a2) ∶= σ+(−a∗2,−a∗1). By definition of I1(H) in 5.4, we have a long exact

sequence of Pin(4)-modules:

0→ I1(H)− → (H⊗H)− (ϵ0,−ϵ1)ÐÐÐÐ→ H− ⊕H− → 0

where the ϵi were defined in 5.4. This gives us a long exact sequence in group homology:

(5.0.1) ⋅ ⋅ ⋅→Hi(Pin(4), I1(H)−)→Hi(Pin(4), (H⊗H)−)→Hi(Pin(4),H− ⊕H−)→ . . .

As G = Pin(4) = Z/2Z ⋉ Spin(4), and H− ⊕H− is torsion-free, 5.3 gives us:

(5.0.2) Hn(Pin(4),H− ⊕H−) =Hn(Spin(4),H− ⊕H−)Z/2Z

We try to now understand Hn(Spin(4),H−) =Hn(Spin(4),H−)⊕Hn(Spin(4),H−). By Künneth:

(5.0.3) Hn(Spin(4),H−) = ⊕
p+q=n

Hp(Spin(3),H−)⊗H− (Hq(Spin(3))⊗Z H−)

We see that H0(Spin(3)) = Z, and H1(Spin(3)) is its abelianization which is 0 as it is a perfect group. Lastly,

by an argument similar to 4.1, we have H2(Spin(3)) is 2-torsion, implying H2(Spin(3))⊗Z H− = 0. Putting
all of this together, we get for n = 0,1,2:

Hn(Spin(4),H−) =Hn(Spin(3),H−)

Further H− = R⟨̂i, ĵ, k̂⟩ and Spin(4) = Z/2Z⋉SO(3). We see that that Z/2Z acts trivially on H−, and SO(3)
acts by rotations, and so by 5.3, for all n:

Hn(Spin(3),H−) =Hn(SO(3),R3)

Now, the action of Z/2Z in 5.0.2 simply flips the copies of Spin(3) and also H− by exceptional isomorphism

(3), giving us for i = 0,1,2
Hi(Pin(4),H− ⊕H−) =Hi(SO(3),R3)

In the appendix we show that Hi(Pin(4), (H⊗H)−) = 0 for i = 0,1,2, and so the long exact sequence in 5.0.1

gives us the isomorphisms for i = 1,2:

Hi(SO(3),R3) ≅Hi−1(Pin(4), I1(H)−)

□
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Before we can finish the proof, we need another few definitions and lemmas:

Lemma 5.9. (Ω∗(H), b) can be given the structure of a chain complex of Spin(4) modules, with conjugation

action extended from H = Ω0. Further, Spin(4) acts trivially on HHn(H) for all n ∈ N

Proof. Define, for a0 ∈ H and for σ = (q1, q2) ∈ Spin(4), σ(a0) = q2a0q∗2 , and for Hn for n > 0, let

σ(a0 ⊗ ⋅ ⋅ ⋅ ⊗ an) = q1a0q∗2 ⊗ q2a1q∗1 ⊗ q1a2q∗1 ⋅ ⋅ ⋅ ⊗ q1a2q∗1

One can compute that if ϵni (a1 ⊗ ⋅ ⋅ ⋅ ⊗ an) = 0, then ϵni (σ(a1 ⊗ ⋅ ⋅ ⋅ ⊗ an)) = 0 as well. One can also check

that H ⊗ H/Q = ker(ϵ10) = Ω1(H), and so the isomorphism in 5.5 can be promoted to an isomorphism of

Spin(4)-modules:

(5.0.4) Ωn(H) ≅ Ω1(H)⊗ (H/Q)⊗(n−1)

where the action on the right side is given, for σ = (q1, q2) by

σ(ω ⊗ da2 . . . dan) = σ(ω)⊗ d(q1a2q∗1)⊗ ⋅ ⋅ ⋅ ⊗ d(qna2q∗n)

for ω ∈ Ω1(H) Further, the conjugation action τ on H = Ω0 extends to one on H⊗H, and one can check that

on Ω1(H), τ(a0(da1)) = −a∗0d(a∗1). If ω = a0da1 then write ω∗ = a∗0da∗1. Using 5.0.4, we define conjugation

on Ωn by:

τ(ω ⊗ d2 ⊗ ⋅ ⋅ ⋅ ⊗ dan) = (−1)(n−2)(n−3)/2ω∗ ⊗ da∗n ⊗ ⋅ ⋅ ⋅ ⊗ da∗2
τ commutes with the differential, making ±1 eigenspaces of Ω∗, denoted Ω±

∗
, chain complexes themselves.

To see that Spin(4) acts trivially on HHn(H), for any (q,1) ∈ Spin(4), pick a field F containing it and R.
Then, for a ∈ F conjugation by q is trivial because F is commutative, and it will act trivially on HHn(F)
which implies it will also act trivially on HHn(H). For (1, q), the proof is the same, and so all elements of

Spin(4) are generated by these, concluding the proof. □

Lemma 5.10. For any of the two summands Spin(3) ⊂ Spin(4) one has H0(Spin(3),H) = R, and for n > 0:

H0(Spin(3),Ωn(H)) = 0

Proof. For n = 0, we see that for q ∈ Spin(3) and a0 ∈ H, (q,1)(a0) = qa0, and so H0(Spin(3),H) =
H/Sp(1) = R. For n > 0, the isomorphism of Spin(4)-modules in 5.0.4 tells us that we only need to prove

that H0(Spin(3),Ω1(H)) = 0, as everything lies in the same orbit as 0⊗ da2 ⊗ ⋅ ⋅ ⋅ ⊗ dan = 0. Looking at the

exact sequence of modules 0 → Ω1(H) → H ⊗H ϵ0Ð→ H → 0 where Spin(3) acts trivially on the last module,

we recall that H1(Spin(3),Z) = 0 as it is a perfect group, so we have the exact sequence:

0→H0(Spin(3),Ω1(H))→H0(Spin(3),H⊗H) (ϵ0)∗ÐÐÐ→ H→ 0

where (ϵ0)∗(a0 ⊗ a1) = a0a1. Consider the map η ∶ H → H0(Spin(3),H ⊗H) given by η(a0) = a0 ⊗ 1. The

proof concludes if we show η is surjective, i.e. every element of H0(Spin(3),H⊗H) is of the form a⊗ 1. To

see this, first note that it holds for q⊗ a for q ∈ Sp(1), and so by addition, (q + q∗)⊗ a. Now, [−2,2] ⊂ R ⊂ H
can be written as q + q∗ ∈ R for some q. So, by addition, the same holds for real numbers r⊗ a, and since all

x ∈ H are of the form rq where r ∈ R, q ∈ Sp(1), we see that it holds always. □

Lemma 5.11. We have an isomorphism

HHn(H) ≅HHn(R) = Ω1
R
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Proof. Let H(Q) ⊂ H denote the Q-quaternion algebra. Then H(Q)⊗R = H, and so by Künneth:

HH∗(H) =HH∗(H(Q))⊗HH∗(R)

We show that HH0(H(Q)) = Q and HHn(H(Q)) = 0 for n > 0, and the conclusion follows. There is a map of

R-algebras H⊗H→ EndR(H) ≅M4(R) sending a0⊗a1 to the function v ↦ a0va
−1
1 . The kernel is 0 as H⊗H is

a simple algebra, and checking the dimensions, they are the same. So, H(Q)⊗H(Q) ≅M4(Q). Now, by 9.5.3

of [Wei94],M4(Q) and Q are Morita invariant, i.e. their categories of left (and right) modules are equivalent,

and so by 9.5.6 of [Wei94] (it is more general than what we need), we have H∗(M4(Q)) = H∗(Q) = Ω∗Q. By

definition, Ωn
Q = 0 for n = 1 (and therefore n > 1) and Q for n = 0. So,

HH∗(H(Q))⊗HH∗(H(Q)) ≅HH∗(M4(Q)) ≅ Ω∗Q

which forces HH0(H(Q)) = Q and HHn(H(Q)) = 0 for n > 0. □

Theorem 5.12. The quotient I1(H)→HH1(H). induces an isomorphism:

H0(Pin(4), I1(H)−) ≅HH1(H) ≅ Ω1
R

Proof. For the first part of the theorem, we see that extending (Ω∗, b) to a chain complex of Spin(4) modules

compatible with conjugation τ gives us the exact sequence of (−1) τ -eigenspaces:

0→ B1(H)− → I1(H)− →HH1(H)− → 0

one can compute that the involution of τ on HH1(H) is given by −1, just by computing it for R ⊂ H, as this

inclusion induces an isomorphism on Hochshild Homology. So HH1(H)− =HH1(H), and since Spin(4) acts
trivially on HH1(H) we get a long exact sequence:

H1(Spin(4))⊗HH1(H)→H0(Spin(4),B1(H)−)→H0(Spin(4), I1(H)−)→HH1(H)→ 0

One sees that H1(Spin(4)) = 0 as its abelianization is zero, and H0(Spin(4),B1(H)−) = 0 due to the long

exact sequence in homology of I−2 → (Ω2)− → B1 → 0 and by Künneth:

H0(Spin(4),Ω−2) =H0(Spin(3),Ω−2)⊗H0(Spin(3),Ω−2) = 0

due to 5.10. Finally, since Pin(4) ≅ Z/2Z ⋉ Spin(4), and the copy of Z/2Z acts trivially on all of (Ω∗, b), by
5.3 we get an induced isomorphism H0(Pin(4), I1(H)−) ≅HH1(H) = Ω1

R. □

Theorem 5.13. The induced map

R⊗Z R/Z→H1(SO(3),E3) ≅Ð→H0(Pin(4), I1(H)−) ≅ Ω1
R

sends ℓ⊗ θ ↦ ℓd cos (θ)
sin (θ)

Proof. Recall from 4.5 that J is the composition

R⊗H1(O(2),Zt)→H1(O(3), (E3)t) =H0(Pin(4),HH1(H))

where Zt is the O(2)-module corresponding to rotations of about a line in E3 (up to sign). For the purposes of

this proof let E1 denote the line about with O(2) rotates - then H1(O(2),Zt) =H1(O(2), (E1)t). Since both
O(2) = Z/2Z⋉O(2) and Pin(2) = Z/2Z⋉U(1), the double cover ρ ∶ Pin(2)→ O(2) sends (±1, eiθ)↦ (±1, e2iθ).
There action of Pin(2) on the plane (via rotation and conjugation) perpendicular to iR ⊂ C. This defines

a Pin(2) module iR, and as ρ is an isomorphism, we see that the action on iR is the same as the action
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of O(2) on (E1)t, giving us an isomorphism H∗(O(2), (E1)t) ≅ H∗(Pin(2), iR). Now, the usual inclusion

C↪ H commutes with conjugations, and so we have a commutative diagram:

0 I1(C)− (C⊗C)− iR 0

0 I1(H)− (H⊗H)− H− ⊗H− 0

ϵ0

∆

ϵ

where ∆(ir) = (ir,−ir) for ir ∈ iR. We can embed Pin(2) ↪ Pin(4) by sending (±1, eiθ) ↦ (±1, eiθ, e−iθ),
where we view eiθ ∈ U(1) ⊂ Sp(1) as a unit quaternion. So, we get a commutative diagram:

(5.0.5)

H1(Pin(2), iR) H0(Pin(2), I1(C)−) H0(Pin(2),HH1(C)−)

H1(Pin(4),H− ⊗H−) H0(Pin(4), I1(H)−) H0(Pin(4),HH1(H))

∆∗ ≅

≅

where the right-most horizontal morphisms are induced by the module maps C⊗C→ ker(ϵ0)/B1(C). Since
C− = iR, we have HH1(C)− =HH1(C−) =HH1(R) = ΩR

1 . We showed the following string of isomorphisms

H0(Pin(4), I1(H)−) ≅H0(Pin(4),HH1(H)) ≅ ΩR
1

and in 5.8, we showed that H1(Pin(4),H− ⊗ H−) ≅ H1(SO(3),E3) so the map 2 ⋅ J is now the map

H1(Pin(2), iR)
∆∗Ð→H1(Pin(4),H−⊗H−), where the factor of 2 comes from the double cover ρ. We therefore

just need to study the top row in 5.0.5 in order to understand J , and most importantly, the connecting

homomorphism in the top row of 5.0.5. In order to do this, first identify (ℓ⊗θ/2π) ∈ R⊗R/Z with (eiθ/2⊗ iℓ)
in C1(Pin(2), iR). Next, studying ϵ0 in 5.0.5, we see that ϵ0 sends e

iθ/2⊗(iℓ⊗1+1⊗iℓ) ∈ C1(Pin(2), (C⊗C)−)
to eiθ/2⊗2iℓ. So, the connecting homomorphism in 5.0.5 sends eiθ/2⊗2iℓ to the image of eiθ/2⊗(iℓ⊗1+1⊗iℓ)
in the boundary map C1(Pin(2), (C⊗C)−)→ C0(Pin(2), (C⊗C)−), i.e. to

(iℓ⊗ 1 + 1⊗ iℓ) − eiθ/2 = iℓ⊗ 1 + 1⊗ iℓ − ieiθ ⊗ e−iθ − eiθ ⊗ ie−iθ

which in Ω1(C)− is iℓ
2
(e−iθdeiθ − eiθdeiθ). Using Euler’s formula eiθ = i sin(θ) + cos(θ), one can compute

e−iθdeiθ = [cos(θ) − i sin(θ)] d[cos(θ) + i sin(θ)+]

= cos(θ)d cos(θ) + sin(θ)d sin(θ) + i[cos(θ)d sin(θ) − sin(θ)d cos(θ)]

= i[cos(θ)d sin(θ) − sin(θ)d cos(θ)]

as cos(θ)d cos(θ) + sin(θ)d sin(θ) = 1
2
d[cos2(θ) + sin2(θ)] = 0. This identity allows us to replace d sin(θ) with

cos(θ)
sin(θ)

d cos(θ). Doing so in the last step, we get

e−iθdeiθ = i[− cos
2(θ) − sin2(θ)
sin(θ) d cos(θ)]

= −i
sin(θ)d cos(θ)

This also implies e−iθdeiθ = −i
sin(θ)

d cos(θ), giving us that

iℓ

2
(e−iθdeiθ − eiθdeiθ) = ℓ

sin(θ)d cos(θ)

as desired □

All that needs to be proved is:
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Theorem 5.14.

H1(Pin(4), I1(H)−) = 0

Proof. Due to 5.9,both I2(H) and B2(H) are Spin(4) modules with a conjugation action. One can see that

for R ⊂ C, τ acts by identity. The induced morphism HH∗(R) → HH∗(C) commutes with conjugation and

is an isomorphism, so one has HH∗(C)− = 0, implying that I2(H)− = B2(H)−. Then, we have the exact

sequence Spin(4)-modules:

(5.0.6) 0→ I3(H)− → Ω3(H)−
b3Ð→ I2(H)− → 0

(5.0.7) 0→ I2(H)− → Ω2(H)−
b2Ð→ I1(H)− → 0

we know that sinceH0(Spin(4),Ω3(H)−) = 0 by 5.10 and the Künneth formula, we have thatH0(Spin(4), I2(H)−) =
0 by the long exact sequence in homology arising from 5.0.6. So putting this into 5.0.7, we have

H1(Spin(4),Ω2(H)−)
(b1)∗ÐÐÐ→H1(Spin(4), I1(H)−)→ 0

so (b1)∗ is surjective. The result follows if we prove that (b1)∗ = 0. For simplicity, let S± denote the two

copies of Spin(3). By the Hochschild-Serre spectral sequence for Spin(4) = S+ × S− yields the usual 5-term

exact sequence:

H2(S+,H0(S−,Ω2(H)−))→H0(S+,H1(S−,Ω2(H)−))→H1(Spin(4),Ω2(H)−)→H1(S+,H0(S−,Ω2(H)−))→ 0

From 5.10, we haveH0(S−,Ω2(H)−) =H0(S−,Ω2(H)−) = 0 giving the isomorphismH0(S+,H1(S−,Ω2(H)−)) ≅
H1(Spin(4),Ω2(H)−). One therefore has a commutative diagram:

H0(S+,H1(S−,Ω2(H)−)) H1(Spin(4), I1(H)−)

H1(S−,Ω2(H)−) H1(S−, I1(H))

(b1)∗

where the map H1(S−,Ω2(H)−) → H0(S+,H1(S−,Ω2(H))) is given by quotienting out the S+ action. Re-

membering the module structure on Ω2(H) = Ω1(H)⊗ (H/Q) in 5.9, we can choose the copy of S− that does

not act on the second factor, making H1(S−,Ω2(H)−) =H1(S−, I1(H)−)⊗ (H/Q)−. What we therefore need

to is that the image of H1(S−, I1(H)−) must be zero in H1(Spin(4), I1(H)0). Elements of H1(S−, I1(H)−) are
of the form ξ ⋅d(iα), ξ ⋅d(iα) or ξ ⋅d(kα) where α ∈ R, as H− = R⟨̂i, ĵ, k̂⟩. Suppose, without loss of generality, it
is ξ ⋅d(iα). Then, we show that taking S+ orbits: ξ ⋅d(iα) = 0 ∈H0(H1(S−, I1(H)−)). If q = x+iy ∈ U(1) ⊂ S+,
we have the action of q on ξ is conjugation, i.e. (x+ iy)ξ(x− iy). Similarly one can subtract this expression

to the action of q∗ on ξ to get that, modulo the action of S+,

2i(xξy − yξx) = 0 ∈H0(S+,H1(S−, I1(H)−))

As I1(H) is an R-module, we multiply on the left by 1
2y

and on the right by 1
y
, and setting α = x

y
, we get

iαξ − ξiα = 0, or ξ d(iα) = 0, where we can take x, y to achieve any α ∈ R. □

Appendix A. The group homology of O(n) and E(n)

The purpose of this appendix is to prove that Hi(Pin(4), (H ⊗ H)−) = 0 for i = 0,1,2. The proof,

however, follows from more general results from in chapter 9 of [Dup01] that are interesting in their own

right. We first rephrase the vanishing theorem we must prove. There is an isomorphism of Pin(4)-modules
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(H⊗H)− ≅ ⋀2
R(H), with isomorphism sending a0 ⊗ a1 ↦ a0 ∧ a∗1. Viewing H = R4 as an R vector space, we

see that the action of Pin(4) in 5.8 is compatible with the O(4) action R4. Further, Pin(4) = Z/2Z ⋉O(4),
where Z/2Z changes the action of O(4) on H = R4 by a sign. As a result, the sign change will be trivial on

⋀2
Z(H), and so we find by 5.3:

H∗(Pin(4), (H⊗H)−) =H∗(O(4),⋀2

R(R
4))

So, we must now show that the right-hand side vanishes for ∗ = 0,1,2.

Theorem A.1. For all n ∈ N, there is an isomorphism

Hk(Isom(En)) ≅Hk(O(n))⊕
k

⊕
q=1

Hk−q(O(n),⋀q

Q(R
n))

Proof. The Hochshild-Serre spectral sequence for Isom(En) = O(n) ⋉ T (n) gives us the E2 page:

E2
p,q =Hp(O(n),Hq(T (n)))⇒Hp+q(Isom(En),Z)

We have already computed in 3.6 that since T (n) ≅ Rn, we have Hq(T (n)) = ⋀q
R(Rn) for q > 0 and

H0(T (n)) = Z. By the same argument as in 3.7, the E2 differentials vanish due to the the fact that they

commute with the dilations µn ∶ α ↦ nα. The result follows. □

Combined with the previous theorem, the vanishing in low degrees follows from:

Theorem A.2. The inclusion O(n) ↪ Isom(En) induces isomorphisms: Hk(O(n)) → Hk(Isom(En)) for
k < n.

Proof. The fact that Hk(O(n)) → Hk(Isom(En)) is injective follows from the split injection of chain com-

plexes C∗(O(n))O(n) → C∗(Isom(En))Isom(En) (i.e. Hk(O(n)) → Hk(Isom(En)) is injective for all k). We

recall that the complex in 2.4 denoted C∗(En) is acylic, and inherits a natural action of Isom(En), so one

has a spectral sequence with E1 page:

E1
p,q =Hp(Isom(En),Cq(En))⇒Hp+q(Isom(En),Z)

called the hyperhomology spectral sequence (the more well-known dual notion is the hypercohomology spectral

sequence). Setting q = 0, C0(En) = En, and Isom(En) acts on En transitively with stabilizer O(n), giving us

an isomorphism of Isom(En) modules:

En ≅ Z[Isom(En)]⊗O(n) Z

We see that by the Shapiro lemma 4.3:

E1
p,0 =Hp(Isom(En),En) =Hp(O(n))

and for 0 < q < n one can inductively show that E1
p,q = Hp(Isom(En−q)) ⊗ Cp(Eq)Isom(Eq) via the Shapiro

lemma as well. The differential d1p,q ∶ E1
p,q → E1

p−1,q is induced by the boundary map:

Cp(Eq)Isom(Eq) → Cp−1(Eq)Isom(Eq)

We show that this boundary map is acyclic for p + q ≤ n. Consider the complex Gr∗(C∗(En)) ⊂ C∗(En)
defined in 2.6. The simplicies of Gri(Ci(En)) are in general position, i.e. for all p ≤ n there is no (ai0 , . . . , aip)
inside a (p − 1)-dimensional affine subspace. We study the inclusion:

(A.0.1) Hk(Isom(En),Gr∗(C∗(En)))→Hk(Isom(En),C∗(En))
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Our work in 2.6 implies that the induced map Gr∗(C∗(En))) → C∗(En) is surjective, so we now show that

this map is zero. A concrete formula for barycentric subdivision of a simplex σ = (a0, . . . , ak) is defined

inductively by:

sd(σ) = cσ ∗ sd(∂σ)

where cσ is the barycenter and ∗ denotes the join operation. If σ ∈ Grp(Cp(En)), then it also has a well-

defined circumcenter inside of it, and is equal to the barycenter. The map for p ≤ n (otherwise there are no

non-degenerate simplices):

sdp ∶ Grp(Cp(En))→ Cp(En)

sends

sd(σ) = ∑
σ=σ0⊃⋅⋅⋅⊃σk

±(cσ0
, . . . , cσk

)

where the sign is positive if the induced orientation on (cσ0 , . . . , cσk
) is the same as σ, and negative otherwise.

However, this sum is zero - if σk = (a1) and σk−1 = (a1, a2), for example, then they will cancel with the simplex

indexed by σ′k = (a2) and σk−1 = (a1, a2) because they have different sign, and the isometry that flips (a1, a2)
identifies (a1) with (a2). Therefore, sdp = 0, and by the same proof as in 2.6, we have that for k ≤ n,
barycentric subdivision is chain homotopic to the inclusion map. This shows that A.0.1 is 0 on homology

for k ≤ n.
This shows that d1p,q is acyclic, we find:

E2
p,q =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

Hp(O(n)) q = 0, p < n
0 0 < q ≤ n − p

This proves that Hp(Isom(En)) ≅Hp(O(n)) for p < n. □
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